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Abstract: A revision of the formulation on optimal criteria in
digital signal processing is required upon the growing number of
antennas in wireless communication systems. In particular, the ad-
vent of MIMO technology has led to the fact that the flexibility of
configuring the communication system allows to adaptively control
the signal strength depending on the requirements of the quality
of service. The ability to change the conditions of signal trans-
mission in wide ranges allows to redistribute power resources to
more ”weak” users and thereby provide a high-quality connection
to a larger amount of end subscribers. To do this, it is neces-
sary to move away from the linear problem with linear constraints
(average power) to the optimization problem with quadratic con-
straints (taking into account the power per antenna port). In this
work we give such an example and demonstrate the work of conic
programming methods to solve the problem in a new formulation.
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1 Introduction

Multiple-Input Multiple-Output (MIMO) communication networks have
been considered as an effective means to enlarge system coverage and im-
prove service coverage. There are several technologies that can be utilized for
those purposes. The amplify-and-forward (AF) relay strategy is simpler to
implement than other relay strategies [1]. The same time 3GPP introduced
coordinated multi-point (CoMP) technique is also attractive for service cov-
erage extension. Recently, the demand for wireless ad hoc network services,
such as device-to-device (D2D) communications and internet-of-Thing (IoT)
networks, has increased for their use in MIMO multi-source multidestination
(MSMD) relay systems [2].

Further evolution of CoMP techniques brings to the network MIMO co-
ordination is a very promising approach to increase signal to interference
plus noise ratio (SINR) on downlinks of cellular networks without reduc-
ing the frequency reuse factor or time-frequency resource block usage. It is
based on joint transmission by base stations in multi-user, multi-cell MIMO
systems. The network MIMO coordinated transmission is often analyzed
using a large virtual MIMO model (in some literature it is called broad-
cast channel model [3]). This approach increases the number of transmit
antennas to each user, and the capacity increases dramatically compared to
conventional MIMO networks without coordination [4]. Moreover, inter-cell
scheduled transmission benefits from the increased multi-user diversity gain
[5]. The capacity region of network MIMO coordination has been previously
established under sum power constraint using uplink-downlink reciprocity
property. However, the coordination between multiple base stations (or mul-
tiple Transmit/Receive Points, TRP) requires per-base station or even more
realistic in practice per-antenna power constraints.

It is known that the capacity region is achievable with dirty paper coding
(DPC). However, DPC is too complex for practical implementation. Due
to their simplicity, linear precoding schemes such as multi-user zero forc-
ing (ZF) or block diagonalization (BD) were considered [6]. However their
linear constraint implementation cannot guarantee optimal solution in case
of multi-TRP / multi-cell MIMO processing or shifting from maximum ca-
pacity criteria to maximum minimal SINR metric, which strictly refers to
Quality of Service (QoS) measurement of the overall performance.

Another definition of multi-user precoder design is introduced in this pa-
per. Besides this the article is introducing second-order optimization method
well known in mathematics, but never used in spatial precoding algorithm
design.

The article is structured in the following way: section II introduces system
model, define practical methods for beamforming weight correction, describe
optimal criteria as alternative to legacy one; section III is denoted to opti-
mization problem formulation, dual problem design and second-order conic
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programming (SOCP) definition. Here is discussion about SOCP simplifica-
tion based on application conditions. The section IV is modeling experiment
description and result analysis.

2 SYSTEM MODEL

Considering connection on a single carrier between a base station (BS)
equipped by Nt transmit antennas and Nr user terminals which are assumed
to be equipped by a single antenna without losing the generality, a downlink
precoded MIMO signal can be described as follows:

y = Hx+ n, (1)

where H ∈ CNr×Nt - channel matrix, x ∈ CNt - vector of transmission
symbols, y ∈ CNr - vector of received signals, and n ∈ CN (0, σINr) - com-
plex noise vector with normal distribution, zero mean and σ variance. In
turn, the transmission vector x is combined from a vector of information
symbols s ∈ CNr weighted by matrix of spatial precoding W ∈ CNt×Nr :

x = PWs, (2)

where P - transmitting power. In order to follow the system model lim-
itation of not exceeding the transmission power P ≥ ∥x∥F the following
constraints should be applied to precoding matrix and transmitting infor-
mation symbols:

P ≥ ∥PWs∥F ≥ P∥Ws∥F ,
1 ≥ ∥W∥F ∥s∥F ≥ ∥Ws∥F

Thus the full radiated power system limitations can be met with the follow-
ing normalization rules:

∥W∥F ≤ 1 (3)

∥s∥F ≤ 1. (4)

Assuming the information symbols s are corresponded to some quadrature
amplitude modulation (QAM) set Ω, which entities amplitude is limited by
1, then in order to follow the requirements (3) transmitting information sym-
bols should be taken from the corresponding normalized set: s ∈ {Ω}/

√
Nr.

For the precoder matrix W normalization the (3) is not the only one and the
most crucial requirement is system limitation of the power emitted by each
antenna of a BS leads to the constraint of transmitting signal normalization
:

∥(Ws)(j)∥2 ≤ 1/
√

Nt, j ∈ [1..Nt], (5)

where (.)(j) means the j-th row of the term inside the brackets. Furthermore
the (5) is consequently can be reformulated as

∥W(j)s∥2 ≤ 1/
√
Nt. (6)
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Applying the property of the induced matrix norm [[7]] the (6) can be re-
formulated as follows:

∥W(j)s∥2 ≤ ∥W(j)∥2∥s∥2 ≤ 1/
√

Nt. (7)

Since the modulation symbols amplitude is limited by 1 and every transmis-
sion layer power is mapped by equal power allocation procedure to 1/

√
Nr

the ∥x∥2 ≤ 1. Thus the (7) converges to:

∥W(j)∥ ≤ 1/
√
Nt. (8)

which will be considered next as Per-Antenna Power Constraint (PAPC)
well defined in [8], [9] and [10]. In order to further compare per-antenna
constraint aware precoder design approaches, beside the system efficiency
metric such as bit error rate (BER) the antenna peak to average power rate
(APAPR) will be considered:

βAPAPR =
max

i
∥W(j)∥2

1/Nt
∑

i ∥W(i)∥2
. (9)

Obviously as higher APAPR metric as lower energy efficiency of the overall
precoder and the optimum value of βAPAPR = 1 As reference algorithms for
PAPC satisfaction in this paper two approaches will be considered:

• Limit-to-maximum (LTM) approach, which normalizes all elements
in W by maximum norm among the rows in precoding matrix scaled
by antenna power limitation

√
Nt:

WLTM =
W√

Ntmax
i
∥W(j)∥2

. (10)

Such normalization allow to keep the per antenna amplitude shape
of every precoding and keep inter-layer interference on the same level
as for original precoding W, however the APAPR metric for LTM
might reach relatively high value which means low power efficiency;
• Limit-to-average (LTA) approach, which normalizes every row of
precoding matrix to the required per-antenna constraint, also known
as equal gain transmission (EGT) [8]:

WLTA
(j) =

W(j)√
Nt∥W(j)∥2

, ∀i. (11)

Easy to see the LTA approach owns the optimum value of APAPR
βAPAPR = 1 but as the amplitude shape of the precoder vectors is
changed the inter-layer interference suppression can not be granted
same level as in originally computed precoder matrixW which might
lead to significant system performance degradation.

An example of precoders amplitude shapes changes after LTA and LTM
application is provided on the Fig. 1, where it can be clear seen the LTA
normalization scale the power of every antenna element up to maximum
allowed which makes precoder antenna amplitude shape fully distorted as
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compared to the original one but reaches the highest value of the APAPR (9)
which means high power efficiency [10]. On the contrary, the LTM method
keeps the per-antenna power shape proportionally the same with only single
scale in order to make the maximum antenna power value do not exceed the
limitation, but the APAPR value remains low.

Figure 1. Illustration of LTM and LTA approaches

Beside the per-antenna power constraints the general target of the pre-
coding weights computation is to maximize total UEs sum rate which is
formulated as follows:

C =

Nr∑
i=1

B log(1 + SINRi), (12)

where the SINRi describes Signal to Interference and Noise Ratio (SINR)
of the i-th UE:

SINRi =
P/Nr∥hH

i wi∥2

P/Nr
∑Nr

k=1,k ̸=i ∥hH
i wk∥2 + σ2

= (13)

=
∥hH

i wi∥2∑Nr
k=1,k ̸=i ∥hH

i wk∥2 +Nrσ2/P
The QoS and resources used by a system are typically measured to assess

its performance. Key metrics for this evaluation include Bit Error Rate
(BER) and capacity, which are closely linked to SINRs, particularly the
lowest SINR. In certain situations, it may be necessary to ensure that the
SINR for each user exceeds a certain threshold value. In our model we will
consider QoS constraint as

SINRi ≥ γi, (14)
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where the γi is the required value of SINR for i-th UE which may be defined
for example by active information transmission service requirements or MAC
layer scheduler. Overall optimization goal of sum rate maximization under
antenna power and QoS constraints is formulated as follows:

max

Nr∑
i=1

logB(1 + SINRi) (15)

s.t. ∥W(j)∥ ≤ 1/
√
Nt (16)

SINRi ≥ γi. (17)

Historically one of the first developed precoder for linear MIMO model
was an inverted channel used on transmitted site [11] named Zero-Forcing
(ZF). This is a simple and efficient algorithm but it has serious defect - loss of
performance for low-SNR area due to noise amplification effect. Because of
this sometimes it uses in combination with matched filter (MF) - hermitian of
the channel used on transmitted site. To compensate lack of the performance
in different SNR areas MMSE precoder was developed [12], [13].

Another linear precoder scheme is approximate maximum-likelihood ap-
proach [14]. Also can be mentioned linear precoding technique based on
decomposition [15] and nonlinear maximum likelihood [16]. There were
nonlinear precoder also among which Tomilson-Harashima precoder can be
mentioned [17].

One of the direction to develop new type of precoder which can satisfy
several nonlinear constraints is using convex optimization methods. There
were works which reformulate power maximization problem and SINR sat-
isfaction requirements to be convex and then solve them [18], [19]. For
example, in [20] considered two ways of precoder calculation: QoS con-
straint with power antenna minimization and maximization of SINR value
with PAPC constraint which were solved using convex optimization library.
The disadvantage of such reformulation is that in one task we can’t guar-
antee SINR be more then some desired values and in another task we can’t
guarantee certain power level for antenna. So in our research we want to con-
sider both QoS and PAPC constraints. In the paper [21] weighted sum rate
maximization with QoS and sum-power constraint was considered, however,
in practice, power amplifier of each transmit antenna has its own power
budget, so it is more reasonable to consider the per-antenna power con-
straints. The authors in [22] used both QoS and PAPC constraints where
throughput maximization was rewritten into weighted minimal mean square
error(WMMSE) which was solved with ADMM method. Usually in works
about optimization-based precoder calculation used optimization libraries
like CVX or YALIMP. They give solution based on full-optimization scheme
purposed to solve general tasks. To make solution simple, tractable and
observable it is better to have custom algorithm. It is better because of: we
don’t need all the steps of optimization - some calculations can be omitted,
some part of algorithm can be resolved analytically with simplicity. This
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work is devoted to develop algorithm of optimization for finding precoder
using convex optimization methods which will give us custom algorithm for
our problem.

3 OPTIMIZATION PROBLEM FORMULATION AND
SOCP SOLVER

In the past few years, there has been significant advancement in the cre-
ation of effective algorithms for solving a variety of optimization problems.
In order to use these algorithms, one must reformulate the problem into a
standard form that the algorithms are capable dealing with. In this section
we briefly introduce second order cone programming , reformulate precoder
calculation into SOCP problem and an outline of the algorithm’s description.

3.1. Review of conic optimization. SOCP is a conic program over a
cone

K = Ln1 × ...× LnN ⊂ Rn1+...+nN =: Rn (18)

represented as a direct product of Lorentz cones

Lk = {x = (x0, x1, ..., xk−1)
T ∈ Rk|x0 ≥

√
x21 + ...+ x2k−1} (19)

of different dimensions. In other words, a vector x ∈ K of length n is
composed of sub-vectors of dimensions n1, n2, ..., nN , each of which is an
element of Lorentz cone.

The program in generic form

min
x∈K

cTx : Ax = b, (20)

where A ∈ Rm×n,b ∈ Rm, c ∈ Rn for some m denoting the number of
equality constraints. To problem (20) we can associate a dual problem,
defined as

max
y,s∈K∗

bTy : s+ATy = c, (21)

Here K∗ = {s |xT s ≥ 0 ∀x ∈ K} is dual cone to K, and y is an auxiliary
real vector. The vector s is called the dual variable. Note that

cTx− bTy = (ATy + s)Tx− (Ax)Ty = sTx ≥ 0 (22)

It turns out that the optimal value for a direct problem (20) is no greater
than the optimal value for a dual problem (21). Furthermore there are
many conic programming methods which are applicable for the simultaneous
solving primal and dual problem together in order to approach the optimal
value from two sides.

3.2. Reformulation of precoder calculation into SOCP. The opti-
mization of (15) with (16) and (17) is non-convex due to SINR calculation.
So our approach is to find precoder matrix W which satisfy only optimiza-
tion constraints (16) and (17) because if precoder satisfy (17) it also means
that we maximize objective function (15).
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The problem of finding the precoding matrix with conditions PAPC(16)
, QoS(17) can be rewritten as standard SOCP problem. We will determine
dimensions n1, n2, ..., nN defining the cone K and the objects A,b defining
the equality constraints of the SOCP. There is no cost vector c to determine.

It turns out that conditions QoS, PAPC are equivalent to the fact that
a certain set of vectors lies in Lorentz cones. The first group (16) can be
written in the form

∥Wk∗∥ =

√√√√ Nt∑
l=1

ℜW2
kl + ℑW2

kl ≤ 1
to cone−−−−→ (23)

to cone−−−−→ (1,ℜWk∗,ℑWk∗) ∈ L2Nr+1 (24)

Let’s define L = HW then QoS (17) condition is equivalent to

SINRi ≥ γi ⇔
∥Lii∥2

Nr∑
j=1,j ̸=i

∥Lij∥2 + σ2

≥ γi ⇔ (25)

⇔ γ
− 1

2
i ℜLii ≥

√√√√ Nr∑
j=1,j ̸=i

∥Lij∥2 + σ2 to cone−−−−→

(γ
− 1

2
i · ℜLii,ℜLi1,ℑLi1, ..,ℜLi,i−1,ℑLi,i−1,
ℜLi,i+1,ℑLi,i+1, ..,ℜLi,Nr ,ℑLi,Nr , σ)

T ∈ L2Nr (26)

We get that K = LNt
2Nr+1×LNr

2Nr
the direct product of N = Nt+Nr Lorentz

cones. The first group of Nt cones L2Nr+1 have dimension 2Nr + 1, and
the second group of Nr cones has dimension 2Nr. Then the dimension K is
n = (2Nr + 1)Nt + 2N2

r .
Note that not every element from the K cone will satisfy the conditions

(24),(26), since in the conditions (24) the first element must be equal to 1,
in the conditions (26) the elements must be expressed through the matrix
L = HHW. This means that certain conditions must be imposed on the
cone elements in order for the conditions (24),(26) to be fulfilled. This
constraints can be expressed in terms of a system of linear equationsAx = b.
The equality constraints reflect links between the entries of vector x ∈ K.
Since the independent variables are given by entries of W only, the real
dimension of the feasible set of the equality constraints is 2NrNt. This
implies are m = n − 2NtNr = 2Nr

2 +Nt equations linking the elements of
x. Hence we have to construct A ∈ Rm×n,b ∈ Rm.

The columns of A are associated to individual entries in the cone factors.
First group of Nt cones L2Nr+1 is correspond to first Nt(2Nr + 1) columns.
Second group of Nr cones L2Nr correspond to remaining 2Nr

2 columns.
The rows of A are associated to individual equations. We will show how
to determine these equations which at the same time determines rows of
matrix A and vector b. The first Nr equations is linked to cone factors
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L2Nr+1. The first entries entry is set to 1. The second group of of Nr

equations is linked to the second group of cone factors L2Nr . The last entry
in each of these factors is set to σ. The other equations are due to the fact
that the entries of W appear multiple times in the description of the vector
x. These equations correspond to the fact that elements in second group
are linear depend on elements from first group because L = HHW. We
may express corresponding entries in the second group of the cone factors as
linear function of the entries in the first group, where ℜW and ℑW using
ℜLij =

∑Nt
k=1(ReHki · ℜWkj + ℑHki · ℑWkj) and ℑLij =

∑Nt
k=1(ℜHki ·

ℑWkj −ℑHki · ℜWkj).
So instead of solving (16) and (17) we reformulate our task into standard

SOCP form

x ∈ K,Ax = b,K = LNt
2Nr+1 × LNr

2Nr
(27)

For our task we can set initial point for primal and dual variables as x0, s0,y0

such that x0 ∈ K, s0 +ATy0 = 0, s0 ∈ K∗ then (27) can be rewritten into

max
x∈K,τ

τ : Ax = τb+ (1− τ)Ax0, (28)

If the optimal value of τ∗ is at least 1, then the task (28) is achievable,
otherwise it has no solution.

3.3. Algorithm description. There are many different methods to solve
SOCP problem [23], [24] . In our paper we use one of the interior point meth-
ods [25] which solves primal and dual problem simultaneously. It helps to
speed up convergence because we find optimal solution from both side. For
solving primal-dual problem we will use predictor-corrector scheme where
on predictor step we will update x, s,y, τ which will increase τ value and on
corrector step we change x, s,y and fix τ to improve directions for predic-
tor step. For predictor and corrector step we need to solve system of linear
equations which comes from optimal solutions for conic problem. After find-
ing values for δx, δs, δy we need to calculate step length so that new values
x+ β · δx, s+ β · δs still lies in cone.

Before going to detailed description of the algorithm, enter the neces-
sary definitions which used in interior point method. On the interior of Lo

k
Lorents cone we may define the logarithmically homogeneous barrier [26]

F (x) = − log (x20 − x21 − ...− x2k) = − logxTJx (29)

where J = diag(1,−1, ...,−1) ∈ Rk×k. Then the Hessian function of F can
be written

Hx =
4JxxTJT − 2(xTJx)J

(xTJx)2
(30)

The inverse Hessian is given by

H−1
x = −(x

TJx

2
)J+ xxT (31)
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Define involution which connects primal and dual point

I(x) = −F ′(x) =
2Jx

(xTJx)
(32)

Inverse involution is the same as (32) but transfers dual point to primal

I−1(s) = −F ′(s) =
2Js

(sTJs)
(33)

Note that this definitions valid for vector in Lorents cone. The Barrier
function on K is given by

F (x1,x2, ...,xk) =
k∑

i=1

Fi(xi) (34)

. The Hessian, the involution are computed by the corresponding formulas
diagonal-block-wise or block-wise.

For interior point methods it is important to chose such initial point
which lies in cone. In our case it is possible to construct initial point for
dual variable s,y and then use inverse involution find x0 = I−1(s0). For
first sub-vectors for s in second group set (1, 0, , , , , 0)T ∈ L2Nr

s(2Nr+1)Nt+2Nr(i−1)+1 = 1, i = 1, ...Nr, (35)

Elements in first group set

s(2Nr+1)(k−1)+1+i = −γ
− 1

2
i ℜHki

s(2Nr+1)(k−1)+1+Nr+i = −γ
− 1

2
i ℑHki

i = 1, ..., Nr, k = 1, ..., Nt

First elements in first sub-vectors should be that large that sub-vectors were
inside Lorents cones.

s(2Nr+1)(k−1)+1 =

1 + ∥(s(2Nr+1)(k−1)+2, ..., s(2Nr+1)(k−1)+1+2Nr
)∥ =

1 + ∥diag(1/√γ)HT
k∗∥,

where Hk∗ is k-th row of H and diag{1/√γ} = diag{√γ1, ...,
√
γNr}, k =

1, ..., Nt . Dual variable s satisfy s+ATy = 0 where y set

yk = −s(2Nr+1)(k−1)+1, k = 1, ..., Nt

yNt+Nr+i =
√
γi, i = 1, ..., Nr

After finding dual initial variables we can construct initial point for primal
variable x0 = I−1(s0). Note that inverse involution is used for each sub-
vector corresponding to Lorents cone. After setting necessary definition and
initial points can write algorithm description.
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Algorithm 1 Algorithm for SOCP

1: Input: K,A,b
2: Output: x ∈ K : Ax = b
3: s = s0,y = y0,x = x0 init vectors
4: τ = 0 {initial τ}
5: ξ+ = 0.9 - value for central path
6: θ = 0.9 - parameter for length step
7: Nmaxiter = 20 - maximum number of iterations
8: while τ < 1 and Niter < Nitermax do
9: if ξ(x, s) > ξ+ then

10: δτ = 1− τ , find values (δx, δs, δy) for predictor step0 AT I
A 0 0
I 0 H−1

x

δxδs
δy

 =

 0
δτ (b−Ax0)
−x+ I−1(s)


11: calculate β∗ for x+ β · δx, s+ β · δs being in cone
12: β = min(1, θ · β∗)
13: (x, s,y, τ)← (x, s,y, τ) + β(δx, δs, δy, δτ )
14: Niter = Niter + 1
15: else
16: δτ = 0, find values (δx, δs, δy) for corrector step0 AT I

A 0 0
I 0 H−1

w

δxδs
δy

 =

 0
0

−x+ I−1(s)


17: calculate coefficients β∗ for x, s staying in cones
18: β = min(1, β∗)
19: (x, s,y)← (x, s,y) + β(δx, δs, δy)
20: Niter = Niter + 1
21: end if
22: end while
23: return x

After finding x vectors then we can get precoder matrix for each k =
1, ..., Ntx, i = 1, ..., Nue by formulas

ReWki = x(2Nue+1)(k−1)+1+i (36)

ImWki = x(2Nue+1)(k−1)+1+i+Nue
(37)

4 EXPERIMENTAL RESULTS and ANALYSIS

In this section, we present results of simulations for different scenarios.
We compare SOCP and RZF [11] algorithms with LTA (11) and LTM (10)
normalizations. As the performance evaluation metric we utilize BER. We
consider an MU transmission scheme with 2 and 4 UEs. Figures Figure2,
Figure3, Figure4 depicts the performance results for QPSK, QAM-16 and
QAM-256 modulations. Parameters of simulation are presented in table 1.
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h
Parameters Value Explanation

TTI 10 Number of TTI(slot)
Nbs 1 Number of base station(BS)
Nue 2, 4 Number of users(UEs)
Nrx 1 Number of receive antennas on UE
Ntx 64 Number of transmit antennas in BS

Nsymb 14 Number of symbols in slot
RBsize 12 Number of RB in RBG
RBGsize 4 Number of RBG in one TTI(slot)
Nrbgs 4 Number rbg in simulation

Modulation QPSK, QAM-16, QAM-256 Modulation scheme
Channel model 5G 3GPP - UMi 3GPP urban micro channel model

Table 1. Simulations parameters

From the Figure2 we can observe that the performance on QPSK modula-
tion of the SOCP and RZF-LTA is similar, and the performance of RZF-LTM
degrades on 2 dB for 2 UE transmission scheme and 3 dB for 4 UE trans-
mission scheme for BER = 0.01. Obtained results can be explained by the
low modulation order, which is robust to errors and interuser interference
occurring after precoder per-antenna power shape distortion which together
with higher transmitter power of LTA mode allows the latter to outperform
the approach with the LTM normalization.

Figure 2. QPSK modulation

Figure3 depicts the performance for the QAM-16 modulation. On higher
SNRs RZF-LTA achieves better performance than RZF-LTM. This is caused
by the fact that RFZ-LTM does not introduce the interference leakage. On
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lower SNR range better performance of the RZF-LTA is governed by the
higher transmission power. The best performance results are achieved with
the proposed SOCP algorithm, which solves the direct optimization problem
of satisfying QoS and PAPC constraints. Also, we can observe the plateau
of BER for 4 UE transmission scheme in the considered scenario which is
explained by non-ideal channel estimation and low-granularity of precoder
in frequency domain: a single precoder for 48 sub-carriers corresponding to
4 resource blocks.

Figure 3. QAM-16 modulation

Figure4 provides the BER performance for QAM-256 modulation. From
the obtained results we can conclude that RZF-LTA algorithm is not robust
to the high-order modulations due to the interference leakage introduced on
the normalization stage while more accurate RZF-LTM performs properly
for 2 UEs case and out of target BER=0.01 for 4 UEs. Proposed SOCP
algorithm outperforms RZF-LTM on 2 dB in 2 UEs transmission scheme
which means more accurate precoder design under strict constraints of re-
quired SINR value for high order modulation. From the obtained results the
following conclusions can be made. The RZF-LTM approach has good per-
formance on lower modulation scheme. After LTM normalization RZF has
interference leakage so it is better to use RZF-LTA on higher modulations.
SOCP solution showed performance gain from 2 to 4 db comparing to RZF-
LTM and RZF-LTA depending on different scenarios. It happens because
SOCP solves direct optimizes task of satisfying QoS and PAPC constraint
simultaneously.

As the evidence of SOCP-based approach high power efficiency the aver-
aged APAPR distribution among SINR is shown on the Fig.5: it is clear to
see the behaviour of SOCP approach is closer to LTA mode (βAPAPR = 1)
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Figure 4. QAM-256 modulation

in low and medium SINR region where the transmitting power is more im-
portant than keeping precoder antenna power shape due to robust to errors
and interference low order modulation is in use, while in high SINR region
SOCP approach adopts to strong requirements of SINR for high order mod-
ulation and behave similar to LTM mode enlarging APAPR but carefully
suppressing the inter-user interference.

Figure 5. βAPAPR calculation for different precoder methods

5 Application discussion

Today, 5.5G is already on the road, and new use cases have been intro-
duced that combine features of the original 5G use cases; (i) uplink cen-
tric broadband communication (UCBC) which refers to massive things with
broadband abilities such as HD video uploading and machine vision; (ii)
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real-time broadband communication (RTBC), which combines broadband
features with high reliability such as extended reality applications and holo-
grams; (iii) integrated sensing and communications (ISAC) which integrates
both communications and sensing capabilities in applications like position-
ing, spectroscopy, and imaging.

Owing to this, it is difficult to predict exactly what 6G will be, but the
research community seems to agree that 6G will be the seed for enabling
extremely immersive experiences, haptics, industry 4.0 with connected in-
telligence, 3D full coverage of the earth, and native artificial intelligence
(AI)-empowered wireless communication. Furthermore, fog computing en-
joys several advantages that can be leveraged to complement edge and cloud
computing in 6G [27]. All these aspects of further network evolution have
strong requirements to the QoS metrics. Maybe there is no maximal capac-
ity request, but clear minimal guarantee SINR that makes SOCP tool more
and more attractive for new immersive scenarios.

Also latency factor becomes important in industry 4.0. Thus delay-
bounded QoS was introduced in [28]. Due to the time-varying wireless
channels, the deterministic delay-bounded QoS requirements are difficult
to achieve. Therefore, the alternative statistical delay-bounded QoS provi-
sioning theory has been proposed to be a useful technique to provide the
delay-bounded QoS [28] guarantee for real-time wireless traffic. This also
potential embeding point for SOCP tool to support deterministic delay-
bounded QoS requirements.

6 Conclusion

This paper introduces a novel approach to precoder design using SOCP,
which takes into account SINR limitations and PAPC. The results demon-
strate that the SOCP-based approach is highly adaptable and outperforms
other normalization methods such as LTA and LTM. Specifically, the SOCP
approach achieves maximum power utilization in low SINR regions with ro-
bust modulation schemes, while maintaining the antenna power shape with
high APAPR in high SINR regions with sensitive high order modulation
schemes. Furthermore, the SOCP method is shown to be highly efficient as
it does not require any approximation of quadratic constraints, unlike linear
and quadratic programming methods.
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